Unit - VII

Probability Theory - 2

71| Random variables - Introduction

In a random experiment, if a real variable is associated with every outcome then it is
called a random variable or stochastic variable. In other words a random variable is a
function that assigns a real number to every sample point in the sample space of a
random experiment. Random variables are usually denoted by X, Y, Z--- and it
may be noted that different random variables may be associated with the same sample
space 5. The set of all real numbers of a random variable X is called the range of X.

Example - 1 While tossing a coin, suf)pose that the value 1 is associated for the
outcome ‘head” and 0 for the outcome ‘tail’. We have the sample space

$ ={H, T} andif X is the random variable then X (H) = 1& X(T) = 0
Rangeof X = {0, 1}

Example - 2 Suppose a coin is tossed twice, we shall associate two different random
variables X, Y as follows where we have the sample space

$={HH,HT, TH, TT}
X = Number of ‘heads’ in the outcome.

The association of the elements in S to X is as follows.

l QOut come HH HT TH TT
Random variable X 2 1 1

Rangeof X = {0, 1, 2}

Suppose Y = Number of ‘tails’ in the outcome.

Out come HH HT TH TT
Random variable X 0 1 1 2
Rangeof Y = {0, 1, 2}

Example - 3 Let the random experiment be throwing a pair of ‘die’ and the sample
space S associated with it is the set of all pairs of numbers chosen from 1 to 6.
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That is, S = {(x, ¥)/x, y belong the set of nos. 1, 2, 3, 4, 5, 6}

To each outcome (x, ) of S letus associate a random variable X = x+ v

The range of X ={2 3,4, .--12] corresponding to the 36 outcomes in §
namely (1, 1), (1, 2)---(1,6),(2,1)---(6, 6)

Wehave X(1,1)=2; X(1,2)=3=X(2,1);
X(1,3)=4=X(3,1)=X(2,2) etc.

7.2| Discrete and Continuous random variables - Definitions

If a random variable takes finite or countably infinite number of values then it is called
a discrete random variable. Here countably infinite means a sequence of real
numbers. It is evident that a discrete random variable will have finite or countably
infinite range.

If a random variable takes non countable infinite number of values then it is called a
nont discrete or continuous random variable. Equivalently we can say that, if the
range of a random variable X is an interval of real numbers then X is a continuous
random variable. A continuous random variable can assume any value in the interval
of real numbers.

Example - 1

(a) Tossing a coin and observing the outcome.

(b) Tossing coins and observing the number of heads turning up.
{(c) Throwing a’die’ and observing the numbers on the face.
These are some of the examples of a discrete random variable.
Example - 2

(a) Weight of articles.

(b) Length of nails produced by a machine.

(c) Observing the pointef on a speedometer / voltmeter.

(d) Conducting a survey on the life of electric bulbs.

These are some of the examples of a continuous random variable.

'Generally counting problems correspond to discrete random variables and measuring
problems lead to continuous random viriables.

According to the category of the randvm variable we have two types of probability
distributions.
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7.3| Discrete probability distribution - Definitions

if for each value x; of a discrete random variable X, we assign a real number
p(x;) such that

(1) P(xi)20 (2) Z P(x,-)=1
i

then the function p(x) iscalled a probability function.
f the probability that X take the values x; is p; , then

P(X=x)=p; or p(x).

The set of values [ x;, p(x;)] is called a discrete ( finite) probability distribution
of the discrete random variable X. The function P (X) is called the probability
density function (p-d-f) orthe probability mass function (p-m-f)

The distribution function f(x) defined by

—
X

fx)=P(X<sx)= 3 p(x;), x beinganintég.;r is called the
i=1

cumulative distribution function (c-d-f)

We are already familiar with the definitions of mean (X} and variance ( 0’2) fora
general frequency distribution. That is

T fix T fi(x-%)

We can as well define the mean and variance of the discrete probability distribution.
In this case p(x;) correspondsto f; andwehave 3 f, = 3 p(x;) = 1.

T =

The mean and variance of the discrete probability distribution is deined as follows.

Mean (u) = le.-p(xi) (1 7
1
Variance (V) = 3 (x,~p) - p(x;) )
i
Standard deviation (o) =VV : ...(3)

Note : Variance can also be put in the form

V=3 xfp(x,-)-[Z xp (T
i i
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WORKED PROBLEMS

1. A coin is tossed twice. A random variable X represent the number of heads turning up.
Find the discrete probability distribution for X. Also find its mean and variance.

>> S ={HH, HT, TH, TT}. The association of the elements of S to the random
variable X are respectively 2, 1, 1, 0.

1

Now, P(HH):Z,P(HT)=%,P(TH)= P(TT) =

ISR

1
4 r

—

P (X=0,ie,nohead) = P(TT) = 5

;-

P (X=1,ie,1head) = P(HTUTH)= P(HT)+P(TH)=%
P (X =2,ie,2heads) = P(HH) =%
The discrete probability distribution for X is as follows.
X:x‘. 0 1 2
1 1 1
p(x;) 1 3 n
We observe that p(x;) >.0 and ¥ p(x;) =1
Mean =u=2xi-p(xi)=0+%+%=l
Variance = V= ¥ (xi—p.)z-p(xt.)
= (0-1)2 . 1. 1 11
V=(0-1)" - 3+ (1-17 - S+ (2-10 - $ =

Thus we have Mean=1 and Variance = 1/2
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2. A random experiment of tossing a ‘die’ twice is performed. Random variable X on this
sample space is defined to be the sum of the two numbers turning up on the toss. Find the
discrete probability distribution for the random variable X and compute the corresponding
mean and standard deviation.

>> lS={(x,y)wherex=1,2,...6;y:l, 2,...6)
ie, S={(1,1)(1,2)(1,3), ...(64), (65), (66)}

Number of elementsin S = n(S) = 36.

The set of values of the random variable X defined as the sum of two numbers on the
face of the ‘die’ are {2, 3, 4, ..10, 11, 12}

The association of the elements of 5 to the sample variable X are tabulated.
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TotalNo.of |
Elements of S or Events E X = x events : n( E)

1. (1,1) X =2 1 )
2 (L2)(2,1) X, =3 2
3.(L3)(3,1)(2,2) . Xy = 4 3
4. (1,4)(4,1)(2,3)(3,2) x, =5 4
5. (1L,5)(51)(2,4)(4,2)(3,3) X, =6 5
6.(1,6)(6,1)(2,5)(5,2)(4,3)(3,4) x, =7 6
7.(2,6)(6,2)(3,5)(5,3)(4,4) - x, =8 5
8. (3,6)(6,3)(4,5)(5,4) Xg =9 4
9. (4,6)(6,4)(5,5) | oz =10 3
10. (5,6)(6,5) Xy = 11 2
11. (6,6) X =12 1
Total 36

N-ow p(fl) = %E—; = §18 ; p(xz) = 3_26 etc.

The discrete probability distribution for X is as follows.

[X=xl.2345678910 1 | 12
’p(xt.)12345654321

13 | 36 | 36 | 36 | 3 | 3 | 36 | 3 | 36 | 3 | 38
p(x;)>0and 3 p(x;) =1
i

252
Mean =pu-= Exi-p(xr.)=¥=7.
. ' 210 35
Variance = V = Z(xi_”)z‘ﬁ’(xi)'*g:?
i

Thus Méan =7 and S.D = YV = V35/6
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3. Show that the following distribution represents a discrete probability distribution. Find
the mean and variance.
x 10 20 30 40
p(x) 1 3 3 1
8 8 8 8
>> Weobservethat p(x) > 0 forallxand Yp(x) =1
_10+60
Mean = p = 3p(x) - ;90+40-25
Variance = V = Z(x—u) -p(x)
3 3 1
=225 - 8+25 §+25'§+225'§
600
=g =75
Thus

Mean =25 and Variance =75

4. 1:":-1111' th;-v-a}ue of k s;tch- that-t;:; }r;l}f;u-)zng_éz;t};b-u;t-o-n-;e;n_'e-sentus-a- j-‘z;u-t; -p-rr;l;a-b;hty
distribution. Hence find its mean and standard deviation. Also find p(x<1) ,
p(x>1)and p(—-1 €« x<2)

x -3 -2 -1 0 1 2 3
p(x) k 2k 3k 4k 3k 2k k
>> Wemusthave p(x)}= 0 forallxand Y p(x) = 1. Thehrstcondmomssahsﬁed

if k> 0 and the second condition requires that,

k+2k+3k+4k+3k+2k+k=1o0r 16k =1 .. k=1/16

The discrete / finite probability distribution is as follows

x -3 -2 -1 0 1 2 3
p(x) 1 2 3 4 3 2 1
16 16 16 . 16 16 16 16
Mean =pn = Zx-p(x)=1i6(—3—4—3+0+3+4+3)=0
Variance = V = Z(x—-p.)z-p(x)
T 9+8+3+0+3+8+9)—-‘%Q—E
6 ( T 16 2

Thus k = 1716, Mean=0 and SD = V5/2

Also,

p(x>1)=

(-1 <x<2)=p(0)+p(1)+p(2) = 9/16

p(x<1) = p(=3)+p(=2)+p(~1)+p(0)+p(1) = 13/16
p(2)+p(3) = 3/16
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5. The pdf ofavariate X is given by the following table.
X 0 1 2 3 4 5 6
P(x) K 3K 5K 7K 9K 11K 13K

For what value of K, this represents a valid probability distribution ?

Also find P(x 2 5) and P(3 <x £6)

>> The probability distribution is validif P(x) 20 and ¥ P(x) =1
Hence wemusthave K 2 0 and K+3K+5K+7K+9K+11K+13K =1
49K =1 or K = 1/49

P(x25)=P(5)+P(6)=11K+13K = 24K = 24/49
P(3<x<6)=P(4)+P(5)+P(6) =33K =33/49

Le.,

Also

6.  The probability distribution of a finite random variable X is given by the following table.

0 1 2 3

0.1 K i

X, -2 -1

P(g)

02 2K 0.3 K

Find the value of K, mean and variance.

>> Wemusthave P(x;) 20 and 3, P(x;) = 1 for a probability distribution.

> P(x;) =1 requires 4K+06 =1 K=01
Mean () =Y x,P(x;) =-02-01+02+06+03 = 0.8
Variance (0'2) =Y xt.zP(xI.)—u2

0% = (04+01+02+12+09)-(08) = 2.16
Thus Mean = 0.8 and Variance = 2.16

7. Avrandomvariable X has the following probability function for various values of x

X

0

1

2

3

4

5

6

7

P(x)

0

k

2k

2k

3k

K

2K

7K +k

(i) Findk (ii) Evaluate P(x < 6),
Also find the probability distribution and the distribution function of X

P(xz6)and P(3 <x <6)
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>> Wemusthave P(x) 20 and ¥ P(x) =1
The first condition is satisfied for k 2 0 and we have to find k such that

2 P(x)=1

ie, O+k+2k+2k-3k+KP+2KB+(7K+k) =1

ie, 10K+9k-1=0or (10k-1)(k+1)=0 or k=1/10 and k = -1
If k = -1 the first condition fails and hence k# -1 . k= 1/10

Hence we have the following table.

X 0 1 2 3 4 5 6 7 J
P(x) 0 1/10 1/5 1/5 3/10 | 1/100 | 1/50 17/100|

Now P(x<6)=P(0)+P(1)+P(2)+P(3)+P(4)+P(5)

i.e P(x<6)=0+1/10+1/5+1/5+3/10+1/100 = 81/100 = 0.81
 P(x26)=P(6)+P(7)

ie., P(x >26)=1/50+17/100 = 19/100 = 0.19

P(3<x<6)=P(4)+P(5)+P(6)
ie., P(3 < x<6)=3/10+1/100+1/50 = 33/100 = 0.33
The Probability distribution is as follows.

X 0 1 2 3 4 5 6 7
P(x) 0 0.1 0.2 0.2 0.3 001 | 002 | 017 }

The distribution function of X is f(x) = P(X € x) = 3 p(x;) is also called

i=1
cumulative distribution function aqgmt}lt__e same miif‘f EQEO}YS.
x 0 1 2 3 T 4 5 6 7
f(x)| © [ 0401 101+02 03+0.2 05+0308+0.010.81+002 0.83+0.17
=01 = 0.3 = 0.5 | = 0.8 = 0.81 = 0.83 =1

P(X=0)=P(X<0)and P(X=-3)=P(X=-2)=PX=-1)
=P(X=1)=P(X =2)=P(X = 3). Find the probability distribution.

>> Let the distribution [ X, P(X)] beas follows.

Ps Ps | P7 |
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Bydata, P(X =0)=P(X <0)
= P(X=0)=P(X=-1)+P(X=-2)+P(X = ~3)

ie., Py = P3P +1P . (1)
Also we have by data,

Py =P, =P3=P5=Pg =Py - (2)
Further we must have,

PrtPytPa+tp tpstpg+p; =1 ...(3

Using (2) in (1) we get 3p=py
Using (2}in (3} we get 6p, +p, = 1. But p, = 3p,
9p, =1or p, =1/9. Hence p, =3-(1/9) = 1/3

Thus the probability distribution is as follows.

! X -3 -2 -1 0 1 2 3

9.  Fromasealed box containing a dozen apples it was found that 3 apples are perished. Obtam
the probability distribution of the number of perished apples when 2 apples are drawn at
random. Also find the mean and variance of this distribution.

>> Let X be the number of perished apples. Since 2 were drawn we have
X =0,1,2 2Zoutof12can be selected in 12. ways. 9 are good apples and 3 are
2

perished apples. Hence we have

3~ -9
¢, °C
P (X =0)=Probability of getting 0 perished apple = 102 2= %
C
2
3C1 ' gcl 9
P (X=1)=Probability of getting 1 perished apple= ==
12, 22
2
3Cz . 9Co 1
P{X=2)=Probability of getting 2 perished apples= a5
12~ 22
2
The probability distribution is as follows.
X =x 0 1 2

P(X) = p, 6/11 9/22 1/22
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Mean

(W =Y xp=0+ - +5=05=7%

Variance (V) = ¥ xfpi—uz

=(0+i+i)_

22

Thus Mean = 172 and Variance = 15/44

10. If the random variable X take the values 1, 2, 3, 4 such that

2P(X=1)=3P(X=2)=P(X=3)=5P(X =4), find the probability
distribution function of X.

>> Let the distribution [ X, P(X)] beas follows.

X 1 2 3 4
P(X) 2 P2 Ps Pa
By data, 2p;=3p, =p3 =5p, ()
Wealso have, p;+p,+py+p, =1 .. (2)
2 2
From (1), P2=§P1: P3=2P1,P4=§P1
Hence (2) becomes, p, + % pLH2ps+ % pp=1 or % P = Py = g
10 30 6
Hence we get p, = 61' P61 s ¢l

The probability distribution P(X) and the cumulative distribution

f(x)=13 p(x;) is as follows.

i=1
X =1x 1 2 3 4
P(X) 15/61 10/61 30/61 6/61
f{x) 15/61 25/61 55/61 61/61 =1
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11. A random variable X has p(x) =2, x=1,2,3--- Show that p(x) is a
probability function. Also find p (X even), p (X being divisible by 3) and
p(Xz5)

>> p(x)=2_x=n21; Evidently p(x) > 0 forall x.

1

1 1

2
RHS is a geometric series of the form a+ar+a 7 +--- whose sum to infinity is
a/l-r wherewehave a = 1/2 = r

1/2 12
2P =179y 1

=1

Hence p(x) = 2°% is a probability function.

Case-(i): p(Xeven)= ¥ p(x)= 3 L

X
x=2,4,6-+  2,4,6- 2
1 01 1
22 24+26+
1/22 1/4

1
1-(1/2%) 34 3
Thus p(X even) = 1/3
Case- (i) : p(X being divisibleby 3) = % %
x=3’6'9...

ie —l+~1~+l+---
! 2 26 9
1/23 178 1

T1-(w2®y 787
Thus p(X divisibleby 3) = 1/7
Case-(iii): p(X 25)=1-p(X <5)
4 4 1
p(X25)=1-% p(x)=1-%

i=1 x=1
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12. Iif X is a discrete random variable taking wvalues 1,2,3, .- with

p(x) = 1/2-(2/3)" , find p (X being an odd number) by first establishing that
p(x) isaprobability function.

>> ZP(X,-)= i%(%)
1

N =
N
WM

=

_1lz (2} (2) ...
i 3 3 L3 I
[a+ar+ar2+ -+ ]ewhere a = 2/3, r = (2/3)2

-----------------------------------------------------------------

13. The range of a random variable X = { 1, 2, 3.-.|& the probabilities of X are such that

lk
P(X=k) ol wherek—-l 2,3,

Find the value of A and P(0 < X < 3)
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>> Wemusthave ¥ P(X) =1

o0 A.k
That is, kZ k_' =1
=1

2 3
or k+%+%+---=l
Le., (d-1)=1or & =2 = A =log,2
Also P(0<X<3)=P(X=1)+P(X=2)

A
1!

A?
T where A = log, 2

. 1 2
Thus P(0 < X <3) = logez + 2 (logCZ)

14. X is a discrete random variable having p (x ) defined as follows.

0 if x>25
Find (i) P(X=10r2) (i) P(1/2<X<572/X>1)
>> The probability distribution is as follows.

p(x) = { #/15 f 1sx<5 Show that p (x) is a probability function.

I X 1 2 3 4 5 6,7,...

I p(x) | 1/15 2/15 3/15 4/15 5/15

Wehave p(x) 20 and ¥ p(xz.) =1

p(x) is a probability function.
Now P(X=1o0r2)=P(X=1)+P(X=2)
1 2 3 1

"Bt 55
Thus P(X=1or 2) = 1/5

PL/2<X<5/2/X>1)=1/2<X<52) nP(X>1)

il

P(X>1)
y _P(X=10r2)nP(X>1)
1-P(X<1)
P(X=2) 2715 215

T1-P(X=1) 1-(1/15) _ 14/15
Thus P(1/2< X <5/2/X > 1) = 1/7
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15. The range of a random variable X = {1 ,2,3---n} and the probabilities of X are

k x. Find the value of k and also compute the mean and variance of the probability
_ distribution.

>> By data the distribution [ X, P(X)] is as follows.

X:xl. 1 2 3 f

P(X)=p, k 2k 3k nk

Wemusthave P(X)20 and ¥ P(X) =1
This requires k 2 0 and k+2k+3k+---+nk =1
ie., k(1+2+43+---4n) =1

n(n+1l) 2
mzl - k=___.—
2 n(n+1)

Mean (u) =3 x;p;

or k-

k+22k+3%k+---+nlk

it

= k(12+22+32+---+n2)

2 n(n+1)(2n+1) _2n+1
Cn(n+1) 6 -3

Variance (V') = Zx%pi—p.z
= (12 k422 2k+3% 3k+---4nl nk) -y
= .":(13+23+33+---+n3)-—p.2

1y (zw.f

4 3
2 _nz(n+1)2_(2n+1)2
T n(n+1) 4 9
n(n+1) (2n+1)
-2 9
=19 1)-2(4n°+4 +1]—"2—+"—"2
_18[ n(n+1) (4n n Y| = 18
2 —
Thus Mean = 2n+1 and Variance = nin-2
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74| Reveated Trials

A random experiment with only two possible outcomes categorized as success and
failure is called a Bernoulli trial where the probability of success p is same for each
trial.

Bernoulli’s Theorem

The probability of x successes in n trials is equal to n. p* g" % where p is the
probability of success and g is the probability of failure.

Proof : Since p is the probability of success, the probability of x successes is
p-p-p--x times = p*

Also x successesimply (n-x) failuresandsince g is the probability of failure, the
probability of (n—x) failuresis ¢"~*

By the multiplication rule the probability of the simultaneous happening is Al

But x successesin n trials can occurin ne ways and all these cases are favourable
x
to the event.

Hence by the addition rule, the probability of x successes out of n trials is given by

Y+p g "+ on. times = n. gt
g x

X

P
This proves Bernoulli’s theorem.

An illustration of the theorem

Suppose a coin is tossed 3 times and we wish to know the probability of getting = heads.
The possibilities are as follows.
HHH,HHT,HTH,HTT, THH, THT, TTH, TTT

We see that there are eight possibilities out of which only 3 possibilities are favourable
totheevent. Theyare HHT, HTH, THH.

Thus the probability of getting 2 heads is 3/8.

Now we shall obtain the probability of the event by Bernoulli’s theorem.
Number of trials n = 3 !
Number of successes (getting 2 heads) x = 2

Probability of success (p) = Probebility of getting a head = 1/2

Probability of failure (g) = 1-p = 1/2
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Z 1 |
Xom-x _ 1y/1y .11 3
e P4 _3C2L2 '\2/} =3 1573
Remark : Bernoulli’s theorem leads to Binomial Distribution and a limiting case of this
distribution leads to Poisson Distribution. These are Discrete Probability Distributions.

We proceed to discuss these in detail.

7.5! Binomial Distribution

It p is the probability of success and ¢ is the probability of failure, the probability of
X successes outof n trials is given by

X n-x
q

P(x)=mn
(x) C, P
We form the following probability distribution of [x, P(x)] where
x=0,1,2,---n o - )
| ]
H
P(x) q |

-2 .
ne 4P | ne o A "

i
It may be observed that the value of P (x) for different values x = 0 , 1,2, ---n

are the successive terms in the binomial expansion of (g+p)" and accordingly this
distribution is called the Binomial Distribution or Bernoulli Distribution.

n n-2

ZP(X)=qn+nclq _1p+ncqq p2+...+pn=(q+P)n:_1n =1

Hence P (x) is a probability function.
Mean and Standard Deviation of the Binomial Distribution

Mean (pn) = }E xP(x)

x=40

p=3% xn. pg "
x=0
. . n! n-x
_J,on fin-xy1 P 1
- : n-(n-1)! at—1 n-x
PRI N A

(n—-1)! x-1 (n-1)-(x-1)

- "pxi:l(x—l)i[(n-l)-(x~-1)‘}! P
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oo np z ("_1)(‘ px—lq(n-l)—(x--l)
r=1 (x-1)

w=np(qg+p)" ™' =np
Mean (1) = np

Variance (V) = Z x2P(x-)—u2 (D)
x=20

Now z PP(x) = z [x(x=1)+x]P(x)
x=0

x=0

= )": x(x-1)P{x)+ % xP(x)

x=0 x=0
=Y x(x~1)n. p'q" T+np
x=0 x '
i n! -
=3 x(x-—l)mp"q” J"+1’1p

x =0

e n(n=1)-(n=-2)! 3 y_ 2 4y
—xgo(x-—Z)!(n-x)! Py

+np

_ 2 < (n-2)! x-2 (n-2)—-(x-2)
A P T e S T e

n(n-1)p" ¥ (n-2)c pTignm DDy
x =2 (x-2)

n(n—l)pz(q+p)""2+np
zsz(x) = n(n—l)p2+np

Using this result in (1) along with @ = np we have

Variance (V) ={n(n—1)P2+”Pf ~(np)

=n’pt-npl+np-n’p? = np(1-p) = npg
Hence variance (V) = npgq

S.D(O‘)=\[——V_.——. \lnpq
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Thus we have for the Binomial Distribution,
Mean (i) = np and S.D (o) =Vnpgq

Note : The usual notation x for the mean can also be used.

Poisson Distribution

Poisson distribution is regarded as the limiting form of the binomial distribution when
‘n isvery large (n — ) and p the probability of success is very small (p — 0)

so that np tends to a fixed finite constant say m.

We have in the case of binomial distribution, the probability of x successes out of n

trials,

P(x) =ﬂcx pan-—x

n(n-1){n=-2)---(n-x-1 ey
= ( ) x? ( )pzqn X
n.ntl_ljn(l_g]...n[l_x_“TJ
n n 1 _
= x! pan X
n n n _
= x! pan X

" - n/m -
e e (1Y =] 1T = _m
w npmmi g aopr=(1-2) < {(1-2) |

Denoting —

23

= k we have,

q":{(1+k)1/k} —>e¢M™asn o> e ork— 0.

[Note : lim (1+k)* =¢ ]
k-0

Further ¢° = (1-p)* — 1 forafixed x as p — 0.

Also the factors {1—%} . [1—%] ---[1—"—;—1} willalltend tolas n — oo

mie ™

x!

Thuswe get P(x) =
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This is known as the Poisson distribution of the random variable, .
P (x) is also called Poisson probability function and x is called a Poisson variate.

The distribution of probabilities for x = 0, 1, 2, 3,.-- is as follows.

X 0 1 2 3
P(x) e ™ me ™ mte ™ mie ™
1! 2! - 3!
Wehave P{(x) = 0 and
= - me™ mre™ ple ™
ZP)= By 21 YT v
3
=e‘m{1+1ﬁ;+g+£l+ }
=e ™M=l =1 Y P(x)=1

Hence P (x) is a probability function.
Mean and Standard Deviation of the Poisson Distribution

Mean (n) = ¥ x-P(x)

x=0
oo X —m ca X m
=Zx_me -5 m e
x! (x...l)l
x=0 x=1
- x-1
—-m m
p=me " 3
x=1(x b
2 3
=me“"'[1+%+m—,+m—,+ :l
=me ™" =m-&® =m
Mean (p)=m
Variance (V) = ¥, :'czP(x)--u2 ... (D
x=0
X —-—m
Now T XP(x)=73[x(x-1)+x] "’xe,
me ™ me ™

DXy Y I M Py
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Z;\)P(x)=m e -xEZ(x—Z)' +m
2
=mze*m{l+%+ﬂ,+ }+m

ie, szP(x)=m2+m
Using this result in (1) along with 4 = m we have,
Variance (V) = mz+m—(m)2 =m
SD (0)=VV =Vm
Thus we have for the Poisson distribution
Mean () =m and S.D (o6) = Vm
Further we can say that the mean and variance are equal for the Poission

distribution.

WORKED PROBLEMS
16. Find the binomial probability distribution which has mean 2 and variance 4/3.

>> We know that for the binomial distribution mean = #p and variance = npg
Hence np = 2 and npg = 4/3 by using the data.
Further 24 = 4/3 or g = 2/3 o p=1-g=1/3
Since np = 2, wehave n(1/3)=2 .. n=6
The binomial probability function P(x) = n~ p*q" ™" becomes
x

P(x) = 6. (1/3)*(2/3)°"*

The distribution of probabilities is as follows.

x 0 1 2 3
TP(x) | (23 6c, (1/3)(2/3 y 6c, (173 ¥ (2/3) 6, (173 P (2/3)
4 5 6

6, (173 ¥ o(2/3)? 6, (173 )P (2/3) (1/3)
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17 When a coin is tossed 4 times, find the probability of getting
(i) exactly one head (ii) atmost 3 heads (iii) atleast 2 heads

> p=P(H)=1/2=05,4g=05;n=4
We know that the probability of x successes outof n trials is given by

X

P(x)=mn. p'q""
) P(1head) = P(x =1)=4. (05)1(05)° = 025
. 1

(i) P(atmost 3 heads) = P(x =0)+P(x=1)+P(x=2)+P(x = 3)
= 4. (05)°(05)*+4, (05)' (05)°+4. (05)*(05)*+4, (05)(05)°
0 1 2 3

= (05 (1+4+6+4) = 0.9375
(iii) P (atleast 2 heads) = 1-[P(x=0)+P(x =1)]
= 1-[(05)*+4. (05)(05)°] = 0.6875
1 ,

18. The probability that a pen manufactured by a factory be defective is 1/10. If 12 such
pens are manufactured, what is the probability that (i) exactly 2 are defective (ii} atleast
2 ard defective (iii) none of them are defective.

>> Probability of a defective penis p = 1/10 = 0.1
Probability of a non-defectivepen = g = 1-p = 1-0.1 = 09.

Wehave P(x) = n. p'q"~" wherewehave n = 12
X

(i) Prob. (exactly two defectives) is P(x = 2}

= 12, (0.1)2(0.9)'° = 0.2301
2 .
(ii) Prob. (atleast 2 defectives) is 1-[P(x =0) +P(x =1)]
= 1-[2¢,(01)°(09)2+2 ¢ (01)! (09)"] = 0341

(iii) Prob. (no defective) is P(x = 0)
= 12¢,(01)°(09) = (09)% = 0.2824
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19. In a consignment of electric lamps 5 % are defective. If a random sample of 8 lamps are
inspected what is the probability that one or more lamps are defective ?

>> Probability of a defective lamp = p = 5/100 = 0.05 - g = 0.95
We have n = 8 and hence P(x) = 8, (005 ¥ (0.95 )S"x where x denotes a
defective lamp. ’
Prob. (one or more lamps defective) = P(1)+P(2)+---+P(8)
=1-P(0)
=1-[(095)% | = 03366
Thus the required probability is 0.3366

20. Theprobability that a person aged 60 years will live upto 70 is 0.65. What is the probability
that out of 10 persons aged 60 atleast 7 of them will live upto 70.

>> Let x be the number of persons aged 60 years living upto 70 years.
For this variate we have by data

p=065. Hence g =035

X Hn-—-Xx

Consider P(x} = ncxp q Here n =10

Wehavetofind P(x 2 7). Thatis given by
= P(7)+P(8)+P(9)+P(10)
= 10, (0.65) (0.35)°+10. (0.65)°(0.35 )2 +10. (0.65)° (035)+(065)"°
7 8 g

10-9.8 109
But 10. = 10. = =120;10- =1 =——=45;1 =10. =10
e, C,” 1.2-3 Cq OCZ 1.2 ch G

Hence P(x 2 7) = 0.5138

21. The number of telephone lines busy at an instant of time is a binomial variate with
probability 0.1 that a line is busy. If 10 lines are chosen at random, what is the probability that
(i) no line is busy (ii) all lines are busy (iii) atleast one line is busy (iv) atmost 2 lines are busy.

>> Let x denote thenumber of telephone lines busy.‘ For this variate we have by data,
p=01;g=1-p=09 Alson=10 '

Wehave P(x) = nc. Pt = 10c (01 Y (09)10-%

@ Probability that no line isbusy = P(0) = (09)"° = 0.3487
@)  Probability that all lines are busy = P(10) = (0.1)"
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(iiiy  Probability that atleast one line is busy
= 1- Probability of no line is busy
=1-P(0) = 1-0.3487 = 0.6513
(iv) Probability that atmost 2 lines are busy
=P(0)+P(1)+P(2)

Il

(0910 + 10c (0.1)'(0.9)+10. (0.1)*(09)®
2

22. In a quiz contest of answering “Yes' or ‘No’ what is the probability of guessing atleast
6 answers correctly out of 10 questions asked ? Also find the probability of the same if
there are 4 options for a correct answer.

>> Let x denote the correct answer and we have in the first case,
p=1/2and g =1/2

P(x)=n. p*q" " =10, (1/2)"(1/2)07% = 10, . 1/2Y
X X X

Wehavetofind P(x 2 6)

1
P(x26) = 10 +10~ +10~ +10. +10
( ) 210[ e, t10c, ¥ 10c +10¢ Cw}

1 386
= 5?6(210+120+45+10+1) = 104 = 0.377

Thus P(x = 6) = 0.377
In the second case when there are 4 options

p=14,9=3/4; n=10

P(x) =10, (1/4)(3/4)17* = ﬁ [3“’"‘-10C } |
x X

Hence P(x 2 6) = P(6)+P(7)+P(8)+P(9)+P(10)

il

1 4 3 2

~—13%10. +3°-10.. +3°-10~ +3-10~ +10
410[ Cy c, Cq C, C10j|
1
410

Thus P{(x 2 6) = 0.019

[81 x 210+27 x 120+9 x 45+3 x 10+1} = 0.019
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23. In sampling a large number of parts manufactured by a company, the mean number of
defectives in samples of 20 is 2. Qut of 1000 such samples how many would be expected
to contain atleast 3 defective parts.

>> Mean (n) = np = 2 bydata, where n = 20
ie., 20p=2 . yr=1/10=01 Hence g =1-p =09
Let x denote the defective part.

P(x)=n. P q" " =20, (0.1)*(09)**
x x
Probability of atleast 3 defective parts

= P(3)+P(4)+---+P(20)
=1-[P(0)+P(1)+P(2)]

i

1-[(09)Y°+20. (01)(09)°+20. (0.1)*(09)%]
C1 C2

0.323
Thus the number of defectives in 1000 samples is 1000 x 0.323 = 323

24. If the mean and standard deviation of the number of correctly answered questions in a test
given to 4096 studentsare 2.5and N1.875. Find an estimate of the number of candidates
answering correctly (i) 8 or more questions (ii) 2 or less (iii) 5 questions.

>> Wehavemean (p) = np and S5.D(0¢) = Vnpg forabinomial distribution.
Bydata np = 2.5 and Vnpq = V1.875 or npg = 1.875

Hence wehave 259 = 1875 .. 4=075 ; p=1-4=025

Since np = 2.5 wehave (025)n =25 .~ n =10

Let x denote the number of correctly answered questions.

P(x)=n. pq" %= 10¢. (1/4Y (3/4)10-*%

ie, P(x)= 2}5 [wc (3)10"‘]

Since the estimate is needed for 4096 students we have

4096 - 2! - _
~jio [10c (3)107%] = 55 110, (3)!°7%]
x x

4096 P (x) = = 2

4

ie, 4096P(x) = 5—51—5 [10. (3)'°7%] = f(x) (say)
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(i) Wehavetofind f(8)+f(9)+f(10)
1 2
356 [10C -3 +10C -3+1]

256 [9-10- +3 10, +1]— 256 (436) = 1.703 = 2

Number of students correctly_ answering 8 or more questions is 2.
(ii) Wehavetofind f(2)+f(1)+f(0)
= i < [10 -3%+10, -39+31°}
2

38 35
oeg (45+3049) = —

(84) = 21528 = 2153

No. of students correctly answering 2 or less than 2 questions is 2153,

(iii) Wehave to find f(5)
1 59 g
= 35 [10C5-3 ] = 2392 = 239

Number of students correctly answering 5 questions is 239,

25. Anair line kncrws that 5 % of the people making reservations on a certain flight will ot
turn up. Consequently their policy is to sell 52 tickets for a flight that can only hold 50
people. What is the probability that there will be a seat for every passenger who turns up ?

>> The probability (p) that a passenger will not turn vp is

p=005 . g=095
Let x denote the number of passengers who will not turn up.

P(x)=n. p'q""" where n = 52

P(x) =52, (0.05) (0.95)°4 %

A seat is assured for every passenger who turns up if the number of passengers who

fail to turn up is more than or equal to 2.
Hence we havetofind P(x 2 2)

P(x22)=1-[P(x <2)]
1-[P(x=0)+P(x=1)]
1-[(0.95)°2+52(0.05)(0.95)]
1-0.2595 = 0.7405
Probability that a seat is available for every passenger is 0.7405
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26. In 800 families with 5 children each how many families would be expected to have
(i) 3 boys (ii) 5 girls (iii) either 2 or 3 boys (iv) atmost 2 girls by assuming probabilities
for boys and girls to be equal.

>> p = probability of having a boy = 1/2
g = probability of having a girl = 1/2
Let x denote the number of boys in the family.

X

P(x)=n. p'q " where n =5

57, =3

ie, P(x)=5. (1/2)y(1/2yF

Since we have to find the expected number in respect of 800 families we have

5C
3; = 25-5Cx = f(x) {(say)

800P(x) = 800-

(i) Wehavetofind f(3)
f(3)=25-5. =25x 10 = 250
3

Expected number of families with 3 boys is 250.
(ii) Wehavetofind f(0)
f(0)y=25-5, =25x1=25
0

Expected number of families with 5 girls is 25.
(iii) Wehavetofind f(2)+f(3)

=25-5. +25-5; =505, = 50 x 10 = 500

Expected number of families with 2 or 3 boys is 500.

(iv) At most 2 girls means that, families can have 5 boys and 0 girls or 4 boys and 1
girl or 3 boys and 2 girls.

Hence we haveto find f(5)+f(4)+f(3)
5
=25 C5+25'5c4+25'5C3

= 25(1+5+10) = 25 X 16 = 400
Expected number of families with atmost 2 girls is 400.
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27. Five dice were thrown 96 times and the number of times an odd number actually turned
out in the experiment is given. Fit a binomial distribution to this data and calculate the

expected frequencies.
% No. of dice showing 1 or 3or 5 0 1 2 3 4 5
‘ Observed frequency i1 10 24 35 18 8

>> p = probability of gettinglor3or5 = 3/6 = 1/72 . g =1/2
Here let x denote the number of times an odd number turning out.

P(x)="C,p"q" ™" where n =5

15,

Hence P(x) = °C (172" (/2 % = 5 °C,
2

This is the binomial probability distribution function.
Since 5 dice were thrown 96 times, expected frequencies are obtained from
f{x)=96P(x) where x=0,1,2,3,4,5

Consider f(x) = 96-% °c =3.°C,

Hence f(0) =3-°C, =3 ; f(1)=3.°C=3x5=15
f(2)=3-5C2=3><10=30 ; f(3)=3.5C3=3><10=30

f(4)=3.C,=3x5=15 ; f(5)=3."C;=3x1=3

The expected (theoretical) frequencies are
3, 15, 30, 30, 15, 3

e e e wm e m Em ar m m m m m  mm a — — d E W o M W = W e e M oM M o e A A w e

28. 4 coins are tossed 100 times and the following results were obtained. Fit a binomial
distribution for the data and calculate the theoretical frequencies.

{ Number of heads 0 1 2 3 4

' Frequency 5 29 36 25 5

>> Let x denote the numberof headsand f the corresponding frequency. Since the
data is in the form of a frequency distribution we shall first calculate the mean.

Sfr_0+29472+75+20 196 _ . o
Sf 100 100

Mean (n) =

But u = np for the binomial distribution. Here n = 4
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Hence 4p =19 or p =049 .. g=1-p =051
Binomial distribution probability function is given by
P(x)="C p'q" " =%C_(049)"(051)**

Since 4 coins were tossed 100 times, expected (theoretical) frequencies are obtained from
F(x)=100P(x) = 100-4C_(049)* (0.51)*~*

where x =0,1, 2, 3, 4.
F(0) = 100(051)* = 6765 ~ 7

F(1) =100-*C,(0.49)(051)% = 400 (049)(0.51)> = 25999 = 26
F(2) =100-%C,(049)%(051)* = 600 (049)*(051)% = 3747 = 37
F(3) = 100-*C,(049)* (051) = 400(0.49)*(051) = 24.0004 = 24

F(4)=100-*C,(049)" = 100(0.49)* = 5765 = 6

Thus the required theoretical frequencies are
7,26,37,24, 6

29. A lot contains 1% of defective items. What should be the number (n) of items in a
random sample so that the probability of finding atleast one defective in it is atleast
075 ?

>> Let p be the probability of a defective item.
Bydata p = 1% =001 .. g4 =099

If x denotes a defective item,

P(x)=ncx pan—x ncx(o.(]l)x(olgg)n—x

We need to find n such that the probability of finding atleast one defectiveis 2 0.75.
Thatistofind n such that -

P(x21)=2075
ie., 1-P(x<1)2075
ie., 1-P(0) 2075
ie., 1-(099)" > 0.75 or 0.25 = (0.99)"
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Equivalently we have log (0.25) 2 nlog (0.99)

log (0.25) _
< =
or n< log (0.99) 137.935

Hence the required » is 138.

30.  The probability of a shooter hitting a target is 1/3. How many times he should shoot S0
that the probability of hitting the target atleast once is more than 3/4.

>> Let p = probability of hitting a target = 1/3. Hence g = 2/3
P(x)="C p'q"™* = "C (1/3) (2/3)"F

Wehave to find n such that
P(x=1)>3/4
ie, 1-P(x<1)>3/4 or 1-P(0) > 3/4
ie, 1-(2/3)" > 3/4 or (2/3)" < 1/4
Wecan find n by inspection as we have
2/3 = 067, (2/3)* = 044, (2/3)° = 03, (2/3)* =

Hence the required » is 4.

31. Show that for a binomial distribution

n—x
x+1

P(x+1) = -%P(x)

>> We have the binomial distribution function,
P(x)="C p*qg""" )]

x+1 n (x+1)

P(x+1)="C _p

_ n! +1 n—(x+1)
T (x+D)!n-(x+1)]! 7

Multiplying and dividing by (n —x) in the RHS we have,

nl(n-x) x+1 n-(x+1)
(x+1) xV(n-x) (n-x-1)1 7 1

P(x+1) =

n—x nl nox
: pop* 1
x+1 x!-(n-x)! q
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_n-x p nl ¥ Hex
P(x+1)_x+1 g x1(n x)!p 1
_n-x p g —x
T x+1 ¢ CGra
By using (1) in the RHS we have
n-x P
P(x+1) 1 g P

-----------------------------------------------------------------

32. Fita Poisson distribution for the following data and calculate the theoretical frequencies :

x 0 1 2 3 4
f 122 60 15 2 1

>> Weshall first compute the mean (p) of the given distribution.
fo 0+60+30+6+4

SF - | 200 = 0.5
We have mean () = m for the Poisson distribution.
The Poisson distribution is

X —m

P(x) = "’:' and let f(x) = 200-P(x)

x —05
ie,  f(x)= 200 M—M But ¢ %5 = 0.6065.

X!

f(x)=1213 (05)
Putting x = 0,1,2,3,4 in f (x) we obtain the theoretical frequenc:les They are as
follows.

1213(005,) = 121, 1213(05) ~ 61,
, (05)* 1213 (05)3 (05)*
1213 =53 = 15, S =3, 1213 S5 = 0

Thus the required theoretical frequencies are 121, 61, 15, 3, 0

33. The number of accidents per day (x) as recorded in a textile industry over a period of 400
days is given. Fit a Poisson distribution for the data and calculate the theoretical

frequencies.
x 0 1 2 3 4
f 173 168 37 18 3 1
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>> We have for the Poisson distribution ;

_Xfx 0+168+74+54+12+5
COSf T 400

me ™

x!

Mean (p)=m = (0.7825

The Poisson distributionis P(x) =

Let f(x)=400P(x)

But ¢ %785 . 04573

(0.7825)* ¢~ 07825
= 4.00 x!
x
£(x) = 1829 &73(8!25—)

Theoretical frequencies are got by substituting x = 0,1,2,3,4,5 in f(x) and they
are as follows. '

(1829)1 =~ 183 ;1 (182.9) (0.7825) = 143
2 3
(1829) (0.7225) -5 (182.9)(60.7825) .15
(0.7825)* (182.9) (0.7825)°

(182.9) 3 ;

24 120 =0

Thus the theoretical frequencies are 183, 143, 56, 15, 3, 0

34. Ina certain factory turning out razor blades there is a small probability of 1/500 for any
blade to be defective. The blades are supplied in packets of 10. Use Poisson distribution to
calculate the approximate number of packets containing (i) no defective (ii) one defective
(iii) two defective blades in a consignment of 10,000 packets.

>> p = probability of a defective blade = 1/500 = 0.002

In a packet of 10, the mean number of defective blades is

m=np =10 x 0.002 = 0.02

X —m -0.02 x
0.02
Poisson distribution is P (x) = mx‘" _ ¢ x(l 02)

Let f(x)=10000P(x) ; Also ¢ > = 09802

9802 (0.2)"
x!

flx) =



348 PROBABILITY THEORY -2

(i) Probability of no defective = f(0) = 9802
{ii) Probability of onedefective = f(1) = 9802 (0.02) = 196

9802 (0.02)* _
2! -

(iii)  Probability of two defectives = f(2) =

35. The number of accidents in a year to taxi drivers in a city follows a Poisson distribution
with mean 3. Out of 1000 taxi drivers find approximately the number of the drivers with
(i) no accident in a year
(i1) more than 3 accidents in a year.

>> By data, mean (u) = 3 and we have for the Poisson distribution p = m = 3

X —m -3
The Poisson distribution is givenby P(x) = me = m

x! x!
Let f(x)=1000P (x)
x —3 x
ie,  f(x) = 1000 3;! = 50-%—! since ¢ 3 =0.05
30
(i) Number of drivers with no accident in a year = f(0) = 50 01 " 50

(i) Probability of more than 3 accidentsinayear = 1-P(x < 3)

1-[{P(0)+P(1)+P(2)+ P(3)]

43{3" 3 32 3
1-1le a+ﬁ+2—!'+a

1 - [0.05 (1+3+45+45)] = 035
number of drivers out of 1000 with more than 3 accidents in a year

= 1000 x 0.35 = 350

36. 2% of the fuses manufactured by a firm are found to be defective. Find the probability that
4 box containing 200 fuses contains
(i) no defective fuses (ii) 3 or more defective fuses.

>> p = probability of a defective fuse = 2/100 = 0.02
np =200 x 0.02 = 4
m*e ™

x!

ie.,

mean number of defectives Y = m

The Poisson distribution is givenby P (x)

x -4

ie, P(x)= But ¢ * = 0.0183

x!



DISCRETE PROBABILITY DISTRIBUTIONS 349

4.17
P(x) =0.0183- pr}
(i) Probability of no defective fuse = P(0) = 0.0183
(ii) Probability of 3 or more defective fuses
1-[{P(0)+ P(1)+ P(2)]
1 -0.0183 {1 + %1' + ;—2,}

=1-00183(1 + 4 + 8) = 0.7621

]

37.  If the probability of a bad reaction from a certain injection is 0.001, determine the chance
that out of 2000 individuals, more than two will get a bad reaction.

>> As the probability of occurence (bad reaction) is very small, this follows Poisson
distribution and we have

mte ™

x!
Mean = m = np = 2000 x 0.001 = 2
Wehavetofind P(x > 2)
P(x>2)=1-P(x £2)
ie, P(x>2)=1-[P(x=0)+P(x=1)+P(x=2)]

2
=1_e—m{1+%+ﬂf_}

P(x)=

21
P(x>2)=1-¢2[1+2+2] =1-5¢2 = 03222

38. A communication channel receives independent pulses at the rate of 12 pulses per micro
second. The probability of transmission error is 0.001 for each micro second. Compute the
probabilities of (i) no error during a micro second (ii) one error per micro second (i)
atleast one errvor per micro second (iv) two errors (v) atmost two errors.

>> Mean number of errors in one micro second
p=np=m= 12 x 0.001 = 0.012

X —m

The Poisson distributionis P(x) = L1

—0.012 _( 0.012 )x

ie., P(x)=¢ o1
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i  P(0) = 0.988072

G) P(1)=¢ %12 x 0012 = 0.01186

(iii)  Probability of atleast one error
=1-P(0) = 1-¢ %012 = 0,01193

0.012 (0.012)

iv) P(2)=¢ X

= 0.000071

v Probability of atmost two errors

P(0)+P(1)+P(2)

(0.012 )2

=e 0021 100012+ } = 0.999999714 = 1

39. A shop has 4 disel generator sets which it hires every day. The demand for a gen set on an
average is a poisson variate with value 5/2. Obtain the probability that on a
particular day (i) there was no demand
(ii) ademand had to be refused.

>> Bydata m = mean demand for a generator = 5/2 = 2.5

me ™ 25 (2.5)*
x! x!

Poisson distribution is givenby P{x) =

(i) No demand for a generator. We have to find P (0)
P(0) = ¢ ?° = 0.082085

(i) If a demand had to be refused, there should have been a demand for more than 4
generators. We have to find P(x > 4)

P(x>4)=1-P(x < 4)
1-[P(0)+P(1)+P(2)+P(3)+P(4)]

3 4
25 (25)%  (25)° (25)
e 1+25+ 71 + Y + a0

|
Ju—ry

Thus P(x > 4) = 0.108822
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40. The probability that a news reader commits no mistake in reading the news is 1/¢°.
Find the probability that on a particular news broadcast he commits
(i) only 2 mistakes (ii) more than 3 mistakes (iii) atmost 3 mistakes.

>> Taking a note of the probability given in the dataas 1/¢> = ¢* 3 we consider the

Poisson distribution

me ™
x!

P(x) = where x denotes committing a mistake.
g

Bydata P(x =0) = ¢~ 2 and hence we have,

eM=¢3 > m=23 P(x)y=¢"7. —

(i) Probability of commiting only two mistakesis P (2)
_5 3?
P(2) = ¢ 3. 55 = 0.22404
(ii) Probability of committing more than 3 mistakes is P(x > 3)
P(x>3)=1-P(x < 3)

ie, P(x>3)=1-[P(0)+P(1)+P(2)+P(3)]

=1-¢3 [1+3+% + %]

P(x>3)=1-¢3(13) = 0.3528
(iii} Probability of committing atmost 3 mistakes
= P(0)+P(1)+P(2)+P(3) = £ 3(13) = 0.6472

41. The probabilities of a Poisson variate taking the values 3 and 4 are equal. Calculate the
probabilities of the variate taking the values 0 and 1.

mie ™
>> Wehave P(x) = 11 and P(3) = P(4) by data.
mie ™ mte?
31 4!
3 4
. m m
ie., 6 = or bm=24 => m =
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Now P(0)=¢*=1/¢" and P(1)=¢* -4 = 4/¢*
Thus the required probabilities are 0.0183 and 0.07326

e e mm e e mm wm Em o W ew e e e ke M ME M M R W M B S e R um e AE as R B R MM MM M R MR MR W e e e M e

42, If X follows a Poisson law suchthat P(X = 2) = (2/3)P(X =1),
find P(X =0) and P(X=3)

X —m

>> Wehave P(X = x) = it xe' and by using the data we have,

mze"m_gme—m m_2_2m 4
T R T S N
x
Hence P(X=x)=e"4/3-(4£%

Thus, P(X =0)=¢ 3 = 0.2636

3
P(X =3)= 6—4/3-%%1- = e’“”-% = 0.10414

43. If x is a Poisson variate such that P(x =2) =9P(x =4)+90P(x =6),
compute the mean and variance of the Poisson distribution.

me "
>> Wehave P(x) = 5 and by using the data we have,
mZB—m _ 9m4eam gomée—m
21 T 7 4y TV el

LE., 2 -—--—24m +720

2
; mo_3 4,16 32 L os
Le., 2—8m+8m 0r1—4m+4m

ie., mt+3mP-4=0o0r (m-1)(m*+4)=0
m=x1,m=4%2i

Neglecting the imaginary value of m and noting that in a Poisson distribution mean
and variance are equal to m we have,_

mean = variance = 1, taking the positive value.

- wr e dm Em W Em Em Er Er e e -h Em W Ew mm m M mm Er W oW W m — =k = = M A B e e e M o m  — = M == e
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4. Prove the following recurrence relation for a Poisson distribution.

P(x+1) = ;’f—l P(x)

me ™

x! | ()

x+Ie-m

>> Wehave P(x)

m

P(x+1) = —_—_(x+1)!

_m-me™
(x+1)-x!
m nre™

+1 x!

P(x+1) =~ =x'f1 P(x) by using (1).

-.___---._-_—-..__---—_-————__---_----..—---......_—---.—

7.7| Continuous Probability Distributions

Binomial and Poisson distributions discussed earlier are discrete probability
distributions where in the variate can only take integral values.

We have already defined that a random variable which takes noncountable infinite
number of values is called a continuous random variable.

If a variate can take any value in an interval, it will give rise to continuous distribution.
When a rAndom variable is identified as continucus, we need to consider various
questions connected with the probability of the random variable assuming different
values. In this context we need a continuous probability function which is defined as
follows.

Definition If for every x belonging to the range of a continuous random variable X,
we assign a real number f(x) satisfying the conditions

M f(x)20 @ [ flxyax=1
then f(x) is called a continuous probability function or probability density
function (p.df)
If (a, b} isasubinterval of the range space of X then the probability that x lies in
(a, b) is defined to be the integral of f(x) between # and b. That is,

b
P(asx<b)= | f(x)dx (1)

a
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Cumulative distribution function

If X is a continuous random variable with probability density function f(x) then
the function F(x) defined by

F(x)=P(X<x)= [ f(x)dx .

is called the cumulative distribution function (cdf) of X.
It is evident from (2) that

F(x)=P(X<x)=P(-=»<X<2x)and -ﬂ% [E(x)] = f(x)

It should be noted that the probability of a continuous random variable taking a
particular value is zero whereas the probability that it take values in an interval is a
positive quantity.

If r is any real number then

P(x2r)= | fx)dx .3
; .
P(x<r)=1-P(x2r)

ie, P(x<r)y=1- [f(x)ydx Q)

T

Remark : _[ f(x)dx = 1 geometrically means that the area bounded by the curve f(x)

and the x - axis is equal to unity.

Also P(a < x < b) is equal to the area of the region bounded by the curve fix),
the x -axis and the ordinates x = a and x = b.

Mean and Variance

If X is a continuous random variable with probability density function f(x) where

— o < x < oo, the mean (p) orexpectation E(X) and the variance (02) of X is
defined as follows.

oa

Mean (p)= | x-f(x)dx ...(5)

—oq
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Variance(02)= I(x—u)z-f(x)dx | ' ... (6)

We now introduce two continuous probability distributions namely the
exponential distribution and the normal distribution.

7.8| Exponential Distribution

The continuous probability distribution having the probability density function f(x) given
by

ae ** for x>0

0 otherwise , wherea > 0

f(x) =

is known as the exponential distribution.

Evidently f(x) > 0 and we have

= - —axm
[fixyax= [ ae®*ax =a{e - L =—(0-1)=1

- 0 B

Thus J-f(x)dx =1

— oo

f(x) satisfy both the conditions required for a continuous probability function /
probability density function.

Mean and Standard Deviation of the Exponential Distribution

Mean (i) = I x-f(x)dx = _[ x-oe **dx

Applying Bernoulli’s rule of integration by parts we have,

ool () (]

(Here x/¢** — 0 as x — oo by L’ Hospital's rule)
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R =

p:a[O-%(O—l)]:
o

Variance (0'2) = I (x—p,)z-f(x)_dx

-0

o* = a j (x—p)Pe “*dx

Applying Bernoulli’s Sule we have,
02=0ﬂ—(x—ll)2'[e:axJ—Z(x—u)'[e;;xJ+2 e:;:]:
=a::(}-{O—uz}—f-z-{0—(-—-;1)}—%{0—1}:'
=a{g—%+%} Butp.=-i—
o = [al-g—%i-%]:—{—:i Hencec)':%

Thus for the exponential distribution

1 1
Mean (p)-—'-a ; S.D(c)za

Remark : Mean = S.D for the exponential distribution.

- e mr e o o me o e e e o W W W Er o Em o Er —m o e W w Em

7.9

_Normal Distribution

by

2 . 2
e—(x—u)/Zcr

f(x) =

oN2n
where —o < x <o, —co < Y <o gnd >0 is
Evidently f(x) 2 0

.[ e—(x—u)z/:lczdx

- o0

p 1
_J floyd = g

The continuous probability distribution having the probability density function f(x) given

known as the normal distribution.
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Putting t=%-2—_-5 or x=u+V20t, wehave dx = V2 odt

t also varies from —oc {0 oo

Hence If(x)dx T Iet\/‘odt

by gamma functlons

_[f(x)dx—v;t--z—l
Thus f(x) represents a probability density function.

Note : Normal distribution can be derived as a limiting case of the binomial distribution when
n is large, neither p nor q is very small. We can derive f(x) as n — <o and
p=12=¢q

Mean and Standard Deviation of the Normal Distribution

o

Mean (p) = I x-f{x)dx

-_— 0

Ix e (x- nys2e dx

o\f——

Putting ¢t = Zh o x= n+V2ot, wehave dx = V2 odt
V2o

f also varies from —oe to oo

2
~P\2 o dt

Mean =
]

o0

=—{%Ie dt+o = _[t"fdt

- -
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_# _@ _8
e dt+c\h? Ite dt

-

2
Mean—\h?

S e, 8

2
Here the second integral is zero by a standard property since te” ! is an odd function.

) 2p v
H , ol . — 4 =
ence, mean N 0=1p

Thus mean = p

Hence we can say that the mean of the normal distribution is equal to the mean of
the given distribution.

J (x-nPf(xyax

— o0

Variance (0?)

iy 2 2
= —_"'——211: I (x—p)e (FRY7207 4y
Substituting t = % we have as in the earlier case,

. - 2
Variance = % _[ 260 Pe 2 adt

gﬁ I 2ot dr

Ji“—w

_2d* T 2.8
~G2({te dt
201‘] P
= —= t(2te " )dt
\d 0

We know that Iuvdt =u jvdt— Ijvdt-u’dt

. 2 2
Taking u = ¢t, v = 2te ! and noting that Ivdt —_— we now have,

-3
o0

Variance =% [t(—e_tz)]o - J—(e"tz)-ldt
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. 2 0% TP 2
Variance = e 0+6[e dt. =

i
q,

n

Thus variance = o*

Hence we can say that the variance / S.D of the normal distribution is equal to the
variance / S.D of the given distribution.

Note : The graph of the probability function f(x) is a bell shaped curve symmetrical about
theline x = w and is called the normal probability curve. The shape of the curve is as follows.

FAEIL F'

>
x

o X=U

Theline x = W divides the total area under the curve which is equal to 1 into two equal parts.
The area to the right as well as to the left of the line x = n is 0.5

Standard Normal Distribution

b
Wehave P(a<x<bh)= jf(x) dx

In the case of normal distribution we have,

b

2 2

P(anSb):Ulzn [ etx-py20" g, (1)
: |

The integral in the RHS of this equation cannot be evaluated by known methods of
integration and we have to employ the technique of numerical integration which
becomes tedious. Hence we think of standardization and the same is as follows.

or x = p+0z wehave dx = 6dz

Putting z = 3‘—;—5

- b
Let z; = 2R and Zy = 2=E be the values of z corresponding to x = 4 and
c o

x = b. The integral in (1) assumes the following form.



360 7 PROBABILITY THEORY -2

4
2
: 2
P(agsx<bh)= —\/~—= I ~2/24,

1

1 — 22
Hence,P(ansb)=P(zlsz5z2)=—ﬁje dz )
Z.
1

2
¥ F(z)= Vzl_n ¢ 2’2 (standard normal probability density function), it may be
observed that this is same as the p.d.f of the normal distribution with u =0 and

o = 1. Thus we can say that the normal probability density function with p = 0 and
o = 1 is the standard normal probability density function. z = x—;E is called the standard

normal variate (S.N.V) and F(z) is called the standard normal curve which is symmetrtcal
about the line z = 0. The curve is as follows.

24

b
L

0 z

The integral in the RHS of (2) geometrically represents the area bounded by the
standard normal curve F(z) between z = z; and z = z,. Further in particular if

zZy = 0 we have

_2n Iz

Z
1
¢(z)=ﬁIe
0

This represents the area under the standard normal curve from z = 0 to z.

¢ (2)

v

ol z z

¢ (z) also denoted by A (z) represents the area (shaded. portion) as shown in the
figure. Since the total area is 1, the area on either side of z = 0 is 0.5.
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Tabulated values which gives the area for different positive values of z are available
and this helps us in practical problems. The procedure for using the table will be
discussed later.

Table is given at the end of the book

WORKED PROBLEMS
45. Find which of the following functions is a probability density function

2, 0<x<1
@ fi(x) ={ otherwise
-l <e«x <l
(i) fy(x) = {0 otherwise
- X ll I x | <1
@iii) f,(x) = { otherwise
2x, D<xxl1
(iv) f4(x)_ 4 - 41, l<x<?2
0 otherwise

>> Conditions forap.d.fare f(x)20 and ff(x)a‘x =1

—_ O

(i) *Clearly f(x) =0

o 1 1
Ifl(x)= Ifl(x)dx= I 2xdx=[3:2]:
oo 0 0

fi(x) is a p.df

(i) The given function can be written in the form.

i
[u—y

2x, —1<x <0
fz(x)-—- 2x, 0<x <1
0  otherwise
In -1 <x <0, f,(x) = 2x is less than zero.
oo 1 : 1
Further.j‘ fH(x)dx= I 2rdx=|:x2] 1=0

Both the conditions are not satisfied.
L (x) isnotap.df
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(iif) Evidently fa(x) =|x]=z0
oo 1 .1
[ fy= | feorde= | Ixpax
- 2 ?

-x, - 1l<x<0
But lxl'{+x, 0<x<1

0 1

jf3(x)dx= I —xdx+ dex
— oo -1 0

0 1
- 2], 20 2 2

f(x) isapdf
(iv) The given function

fr{x)=2x>0in0<x<1
But  f,(x) = 4—4x isnegativein 1 <x < 2
The first condition is not satisfied.

fi(x) is not a p.df

46. Find the value of c such that f (x ) = is a pdf.

Alsofind P(1<x<2)

>> f(x)20 if c20 ; Also wemusthave I,f(x)_dag =1

—

3
. {x _
ie, 6[ [3 + c]dx =1

e, | Eial| <1
ie., 1 te| =L
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2
Now P(1gxs2)= [ f(x)dx
1

|
i—ln.._.N
TN
o=
+
ek
N|"'
S
.
®

i

23]

1
=E|(4+2)—(1+1)] =

Thus P(1<x<2)=1/3

47. Find the constant k such that f(x) = kx, 0<x<3 isa pdf Alsocompute
0 otherwise

(1) P(1 <x <2) (i) P(x<1) (i) P(x > 1) (iv) Mean (v) Variance

>> f(x)20 if k= 0. Also we must have, J fix)dx =1

-— 00

ie., }kxzdx=1
0
ie, [%T:l or 9k== .-.k:%
@ P(l<x<2)= 2jf(x)atx: j‘ %dxz["—;]jz%
1 |

Gi) P(x<1)= ljf(x)dx= }%dxz[ix;]::%
0 0

i) P(x > 1) = }f(x)dx= ?_’;dez{§£=§_g
1 1

(iv) Mean=u=?x-f(x)dx=}x._’;dez[x_:_J:=%=%
—oe 0
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[ 2f(xyde-(uy

- 0

{v} Variance = V

3

[ 2 Za(2]

V_{il_ﬂ_ﬂ__ﬂ_ﬁlﬂgz

- X
48, Findksuchthat f(x)={%¥¢ "+ 0<% <V isapdf. Find the mean.
0 otherwise

>> f(x)20 if k0. Also we must have I f(x)dx=1

-

1

ie., _[ kxe Tdx =1
0

Applying Bernoulli’s rule we have,

k[x(—e"x)-—(l)(e—x):t=l

e
e
-
Mean = pu = D} x - f(x)dx = l_[ x —E——xe ¥ dx
= 5
=e—f—-6[ e ¥ dx \
1
=—ef—[x2<-e"‘)—(2x)(e‘f)+2(—e‘x)}0
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49. Is the following function a density function ?
f(xy=¢"%, x20
=0, x<0

If so, determine the probability that the variate having this density will fall in the interval
(1, 2).

>> Weobserve f(x) 2 0. Also we must have _[f(x)dx =1

oA 0 .
,[f(x) dx=_{f(x)dx+ J.f(x)dx
oo - 0

=0+ Dj'e"xdx=[—e_xI=—(O—l) =1
0

Hence f(x) is a probability density function.

The probability that the variate having this density will fall in the interval (1,2) is to
compute P(1 < x < 2)

2
P(l<x<2)= j-f(x)dx=—[e‘x}:i:—(e‘z—e_l)
1

Thus P(1 <x<2)=(1/e-1/6%) = 0.2325

T o m m o e e m o W E S W ER R MR ML s e e o o R B me e e R Em R e M e e o Er e o M e e e e e

50. A random varigble x has the following density function
P(x) = kxz, -3<x<3
0 elsewhere
Evaluate k andfind (i) P(1 <x <2) (i) P(x <£2) (#i) P(x>1)

>> P(x) 2z 0 if k 2 0 and also we musthave I P(x)dx=1

~— oD
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3
Thatis, | kx?dx =1
-3
kx® . 1
or {"é"'_\r =1 KR k=.ﬁ
i-3
2 2
3
(i) P(1sx<2) = I%dx::[g-—:i =--51:-4-(3..1)=g7i
1 1
2 2
" (Lo, 12 1 _3
ii) P(x<£2)= 18 12dx—18|:3}_3—54(8+27)~—54

1 _1[::3

51. Findthe cdf for the following p.d.f of a random variable x.

. -6, 0<x<
) f(x) = 6x X .1
0 otherwise
ge""/z, 0 <x <o
i)  f(x) =
0 otherwise

(iii) Exponential distribution

X
>> If f(x) isthep.dfthenthe cdf = F(x) = _[ f(x)dx.

X 0 X
) F(x) = If(x)dx= J'f(x)dx+ Jf(x)dx
oo — o0 4]

=0+ If(x)dx
0

X
F(x)= | (6x-6x)dx = [3x2—2x3]; = 3% -2
0 .

cdf =32-22 f 0<x<1
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X
G) F(x)= [ e ax
0

1 e—x/2 e—x/Z
— x . —_ 1 -
4 -1/2 1/4

[~2(xe""2—0)—4(e"‘/2-1)]

W | -

cdf =1-2 - (x/2) e ™2, f 0 < x < o

o

oe %, 0<x <o

(i) f(x) = ‘

0 otherwise

is the p.d.f of the exponential distribution.

X X
F(x) = If(x)dx: (‘! oe ¥y = _[e—ax]; = 1-¢ ®%

cdf =1-27%* if O<x <o

52. A continuous random variable has the distribution function

0, x<1
F(x)={c(x-1), 1 < x <3 Findcandalso the p.df
1, x>3

>> We know that the p.df f(x) = dix [F(x)]

0, x£1
flx)=<4c(x-1)%, 1<x<3
0, x>3

f(x) 20 for ¢ 2 0 and we must have _[f(x)dx =1

3
Hence we must have I dec(x-1 )3dx =1

1
That is, Iic(x—l)4ﬁ=1,
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ie., 16¢c =1 sooc=1/16
Thus the p.df f(x) = (x=1)%/4 where 1< x < 3.

53. Find k so that the following function can serve as a probability density function of a random
variable.

Flx) = 0 2ﬁerSO

kxe ** forx>0

>> We must have _[f(x)dx =1

— oo

2
ie., I kxe ¥ dx = 1
0

Putting 4x* = t, wehave 8xdx = dt ; t also varies from 0 to .

54. A random wvariable x has the density function f(x) = k/l+2%, —w0 < x < o
Determine k and hence evaluate (i} P(x 2 0) (i) P(0 <x < 1)

>> We must have _[f(x)dx =1

—

o

ie., I 1+x2

Since the integrand is even we have,

ie, 2k [tan‘lx}: =1
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ie., 2k[n/2-0] =1 o k=1=n

Now P(x20)= _[f(x)dx
’ 0

1t 1
= = dx
“6[1+x2
i, T ol _1
_n[tan xJO-WI:Z]_Z
Thus P(x20) =12
11 1
Also P(0<x<1)=- | dx
7501+Jnr2
R N S N |
—n[tan xll_n{‘l]—ﬁi

e e e T T T T U

35. The time t years required to complete a software project has p.d.f of the form

_[ke(1-8), 0<t <1
f (t‘) B {0 otherwise

Find k and also the probability that the project will be completed in less than 4 months. .

>> We must have j.f(t)dt =1
1

ie, [ kt(1-t)dt=1
0

1
2 3 .
. £ F T .
ie., -k[ims]o—l or k[()]—l s k=6

Probability that the project will be completed in 4 months is equivalent to find
P(0<t<1/3) since ¢ is in years,
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1/3
P(O<t<1/3)= [ 6t(1-t)dt
0

(o2 <[1-3]-2

Thus the required probability is 7/27

56. The kilometre run (in thousands of k.ms) without any sort of problem in respect of a certain
vehicle is a random variable having p.d.f

T
£y = 20 e ,x=20
0, ¥x<0

Find the probability that the vehicle is trouble free
(i) atleast for 25000 k.ms (ii} atmost for 25000 k.ms (iif) between 16000 to 32000 k.ms

>> Here x is the random variable representing kilometre in multiples of 1000
regarding trouble free run by the vehicle.

() Tofind P(x = 25)
P(x>25)=1-P(x<25)
25

I B
1 J 10 ¢ dx

' 25
= 1+[e—x/40]0 _ 1+{e-5/3_1} _ 58

P(x 2 25) = 0.5353

(ii) Tofind P(x < 25)
25

P(x<25) = 316 ¢ ¥4 gy

0
/40 > 5/8
=|:—€_x :ﬁ 3“"6’_ +1

P(x < 25) = 0.4647
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(i) Tofind P(16 < x < 32)
32 1
P(l6 s x<32) = jzo-e_xmodx
16

32
_ l:_e—x/40:| - W

16
P(16 < x € 32) = 0221

57. If x is an exponential variate with mean 3 find (i) P(x > 1) (i) P(x < 3)
>> The p.d.f of the exponential distribution is given by

F(x) = ae ™, 0<x<oo
0 otherwise

The mean of this distribution is given by 1/
By data, mean = 1/00. =3 .. a=1/3

%e’x/?’, 0<x < oo
Hence f(x) =

0, otherwise

H) P(x>1)=1-P(x<1)

1
=1- [ f(x)dx
0,

1
-1 - J' %e—xxa Ay = 1"'[3_1/3}(1) - o~ 1/3
0

P(x>1)=¢ V3 = 07165

(i) P(x<3)=
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58. If x is an exponential variate with mean 5, evaluate.

(i) P(0<x<1) (i) P(-o <x<10) Gii) P(x = 0orxz1)

> f(x)=wae ™, 0<x<ew ; Mean===5 .. a=

R |-

1
5
Hencef(x):ée_x/5,0<x<m N

1

@ PO<x<1)= | f(x)dx
0

1
1 _ _ 1
(-! = ¢ x/5dx=_|:e x/5L

P(O<x<1)=1-¢1=1-¢9 201813
P(0<x<1)=01813

10
(i) P(-ew<x<10)= jf(x)dx+ If(x)dx
0 0
= [ e Par =[] =1 - (1/F) = 08647

it

P(- < x < 10) = 0.8647

(ii) P(xs0orxz1) P(x<0)+P(x21)

oa

0+ _[ f(x) dx= I%e’x/sdx
1 1

P(x<Oorx21) =~ ™| = ~(0-¢702) = &2

P(x<0orxz1)= 08187

59. The length of telephone conversation in a booth has been an exponential distribution and
found on an average to be 5 minutes. Find the probability that a random call made from
this booth (i) ends less than 5 minutes (if) between & and 10 minutes.

>> Wehave f(x) = o ™, x>0 ; Mean = /1
Bydata /=5 . a=1/5 S
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Hence f(x) = % ¢ isthe p.df.

W] P(x<5)= f{x)dx

l - x/5 _ —x/S:E
5 e dx = —[e

St VT Qe

1 - (1/¢) = 06321

P(x < 5) = 0.6321
10 10
M P(5<x<10)= | f(x)dx= j%e—x/sdx
5 5

10
P(5<x<10)= -[e_X/S]S
= (1/e) - (1/6%) = 0.2325

P(5 < x < 10) = 0.2325

60. The sales per day in a shop is exponentially distributed with the average sale amounting
to Rs.100 and net profit is 8%. Find the probability that the net profit exceeds Rs. 30 on
two consecutive days.

>> Letxbe the random variable of the sale in the shop. Since x is an exponential variate
the pdf f(x) =ae ™, x>0
Mean = 1/a = 100 .. o = 1/100 = 0.01

Hence f(x) =001 ¢ 20X x>0
Let A be the amount for which profit is 8%

8
:>A-‘16‘6—-30 s A =375

Probability of profit exceeding Rs.30 is equal to
1 -~ Prob (profit < Rs.30)
1-Prob (salés < Rs.375)

375 - -
1- j (0.01 )e—-U.le = ]_+l:e—0.01x:| e 375
0

il

0
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The probability that profit exceeds Rs. 30 on a single day is ¢~ 375

Thus the probability that it repeats on the following day is

375 375 L 75

61. In a certain town the duration of a shower is exponentially distributed with mean 5
minutes. What is the probability that a shower will last for :

(i) 10 minutes or more (ii) less than 10 minutes (1ii) between 10 and 12 minutes

>> The p.d.f of the exponential distribution is given by

f(x)=ae **, x >0 and themean = 1/c
Bydata 1/a =5 . a = 1/5 and hence f(x) = % e

10) = [ % & P = - [E'I/ST
10 10

P(x210)=—(0-¢?)=¢?=01383 -

1) P(x

v

10

10

G) P(x<10) = j% 'x/sdx=-[e_x/5}0
0

P(x<10)=—-(e2-1)=1-¢2 = 0.8647
12

12
Gi) P(10<x<12) = I%-e""/sdx=—-[e_"/5
10

0

Worked Problems on Normal Distribution

z
We have said that ¢ (z) —*\Iw (_][ —2/2 dz

represents the area under the standard normal curve from 0 to z. Tabulated values
which gives the area for different positive values of z is readily available. Such a table
analogous to the format of a logarithmic table is called normal probability table. We
present a few illustrations geometrically, theoretically and write the value by making
use of the table ( given at the end of the book ). We also bear in mind the following
established results.
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oo 0 oo

M o= @ Jori=[ordz=;
— o — oo 0

These results in the equivalent form are as follows.

(1) P(~ow<z<o0)=1 (2) P(~0<2<0)=1/2

(3) P(0<z<e)or P(z20)=1/72

Also P(~w <z < 2y) =P(-=<2<0)+P(0<z <z)

ie., P(z<zl)=0.5+¢(zl) . (4

Also P(z > z,)=P(z20)-P(0<z< Z,)

ie., P(z > z,) =0.5-—¢(2:2) ..(5)

INustration - 1

To find the area under the standard normal curve between z = 0 and 1.55

*@

v

0f 155 z
1.55
Theoretically the area = - I &7y = 0(1.55)
V2m 5

Referring to the table we move vertically down along the column of z to reach 1.5
and then move horizontally along this line to the value 5 ( regarded as .05 ) to intersect

with the numerical figure 0.4394

Hence ¢(1.55) = 0.4394
Equivalently we have P (0 £ z <€ 1.55) = ¢(1.55) = 0.4394

INustration - 2

Area of the standard normal curve between z = -0.86 and z = 0

-0.86]0 z



376 PROBABILITY THEORY -2

0.86
1

0
2 2
Area = TS Irg"Z/zdz = % _[ e 22 g4z by symmetry.
~0.86 0

the required area = ¢ (0.86) = 0.3051
Equivalently P(-0.86 < z < 0) = 0.3051
Ilustration - 3
Area of the standard normal curve between z = -044 and z = 1.76

¢@

\ 4

-04470 1.76 z

=¢ (044) + 9 (176)

= 0.1700 + 0.4608 = 0.6308
Equivalently P (-044 < 2 £ 1.76) = 0.6308
Ttlustration - 4

Area of the standard normal curve between z = 0.57 to z = 249
A
(@

~
L

057 249 z

Required area = ( Area between z = 0 to 249) - ( Area between z = 0 to 0.57)
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Required area = ¢ (2.49)- ¢ (0.57)
= 04936 - 02157 = 0.2779
Equivalently P(0.57 < z < 249) = 0.2779
Mlustration - 5
Area of the standard normal curve to the right of z = - 1.96

¢ (2)

P "
-1.96 |0 “z

Required area = ( Area betweenz =~1.96 to 0) + ( Area to the right of z = 0)
= (Area between z = 0 and 1.96) + 0.5, by symmetry.
= ¢ (1.96) + 0.5 = 04750+ 0.5 = 0.9750

Equivalently P(z 2 ~-1.96) = 0.975

62. Evaluate the following probabilities with the help of normal probability tables.

(i) P(z=085) (ii) P(-164 <z <-088)
(itf) P(z < -243) (fv) P(|z]| <194)
>> (i} P(z2085)=P(z20)-P(z<085)
=05- ¢ (0.85)

= 0.5- 0.3023 = 0.1977
P(z = 0.85) = 0.1977
(i) P(-164 <z <-0.88)
By symmetry, P(-164 <z < -0.88) = P(083 <z < 164)
P(-164<2<-08)=P(0<2z<164)~P(0 <2z < 0.88)
= ¢(1.64)~- ¢ (0.88)
= 0.4495 - 0.3106 = 0.1389
P(-164 < z 5 -0.88) = 0.1389

Remark : In this case, using the concept of symmetry we can directly write
¢ (1.64)~ ¢ (0.88)
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(iii) P(z<-243)
P(z<£-243)=P(z 2 243)
=P(z20)-P(z<243)
=05~ ¢ (243)
= 0.5-0.4925 = 0.0075
P(z £ -243) = 0.0075
(iv) P(]z| £194)=P(-194 <z <19)
=2P(0<z=<194)
=2 ¢ (194) = 2(0.4738) = 0.9476
P()z| £194) = 09476

63. If x is a normal variate with mean 30 and standard deviation 5 find the probability that
(1) 26 <x<40 (i) x245

>> We have standard normal variate (s.n.v) z = x; = 1330

(i) To find P(26 < x < 40)
If x=26,z=-08;If x=40,z=2
Hence weneed to find P(~-0.8 < z £ 2) _
P(-08<2<2)=P(-08<z<0)+P(0£z52)
=P(0<z<08)+P(0<z<2)
=¢ (08)+ ¢(2)
= 0.2881 + 0.4772 = 0.7653
P(26 < x < 40) = 0.7653
(ii) Tofind P(x 2 45)
If x = 45, z = 3 and hence we havetofind P(z 2 3)
P(z23)=P(zz20)-P(z<3)
=05-¢(3)
= 0.5-0.4987 = 0.0013
P(x > 45) = 0.0013
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64. If x is normally distributed with mean 12 and S.D 4, find the following.
) P(x220) (i) P(x<20)

x-p _x-12
T4

>> Wehavesnv z =
if x=20,z=2
Wehavetofind P(z 2 2) and P(z £ 2)
Now P(z22)=P(z>0)-P(z<2)
=05- ¢ (2)
= 05-04772 = 0.0228
Also P(z2<£2)=P(-0<z<0)+P(0<2z<2)
=05+ ¢(2)
= 0.5+04772 = 0.9772
Thus P(x 2 20) = 0.0228 and P(x < 20) = 09772
65. The marks of 1000 students in an examination follows a normal distribution with mean

70 and standard deviation 5. Find the number of students whose marks will be
(i) less than 65 (if) more than 75 (iii) between 65 and 75

>> Let x represent the marks of students.

Bydata p =70, 6 =5 Hencesnv z = x;u = xv570

( If x=65,z=~1 andwehavetofind P(z < —1)
P(z<-1)y=P(z>1)
=P(zz20)-P(0<z<1l)
=05-¢(1) = 0.5-03413 = 0.1587
number of students scoring less than 65 marks
= 1000 x 0.1587 = 158.7 = 159
(ii) If x=75,z =1 andwehavetofind P(z > 1)
P{(z>1)=P(z20)-P(0<z<1)
=05-¢(1) = 05~0.3413 = 0.1587
number of students scoring more than 75 marks

= 1000 x 0.1587 = 158.7 = 159
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(iii) Wehavetofind P(-1<2z < 1)
P(-1<z<1)=2P(0<z<1)

=2¢ (1) =2(03413) = 0.6826
number of students scoring marks between 65 and 75
= 1000 x 0.6826 = 682.6 =~ 683

66. In a test on electric bulbs, it was found that the life time of a particular brand was
distributed normally with an average life of 2000 hours and S.D of 60 hours.
If a firm purchases 2500 bulbs find the number of bulbs that are likely to last for
(i) more than 2100 hours. (ii) less than 1950 hours (iii) between 1900 to 2100 hours

>> Bydata p = 2000, o = 60

x—p _ x—2000
T 60

Wehavesnv z =

(i) Tofind P(x > 2100)
If x=2100, z = 100/ 60 = 1.67
P(x > 2100) = P(z > 1.67)

Il

P(z20)-P(0 <z <167)
= 05- ¢ (1.67)
= 0.5-04525 = 0.0475
-, number of bulbs that are likely to last for more than 2100 hours is
2500 x 0.0475 = 118.75 = 119
(ii) Tofind P(x < 1950)

If x=1950, z=-5/6 =083

P(x <1950) = P(z < -083)
P(z > 0.83)
P(z20)-P(0<z<083)

It

T -

g = 05-¢(083)
= 0.5-0.2967 = 0.2033

. number of bulbs that are likely to last for less than 1950 hours is
2500 x 0.2033 = 508.25 = 508
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(ii) Tofind P (1900 < x < 2100)
If x=1900, z = ~1.67 andif x = 2100, z = 1.67
P(1900 < x < 2100) = P(-167 < z < 1.67)
=2P(0 <z < 167)
=2¢ (167) = 2 x 04525 = 0.905
number of bulbs that are likely to last between 1900 and 2100 hours
= 2500 x 0905 = 2262.5 = 2263
67. In a normal distribution 31% of the items are under 45 and 8% of the items are over
64. Find the mean and S.D of the distribution.
>> Let p and o be the mean and S.D of the normal distribution
Bydata P(x < 45) = 0.31 and P(x > 64) = 0.08

Wehavesnyv z = x;p.
When x = 45, z = 45;“ =z, (say)
64— p
x=64, z= 5 — X (say}
Thus we have,

P(z < z;) = 031 and P(z > z,) = 0.08

ie., 05+¢(z,) =031 and 0.5-¢(z,) = 0.08

= $(z;) =-019 and ¢(z,) = 042

Refering to the normal probability tables we have
0.1915(=0.19) = $(0.5) and 04192 (=042) = ¢(14)
$(2zy) =-9(05) and 0(z,) = ¢(14)

= z; =-05 and z,=14

ie, BB _ 05 and #H_ 14
[s) g

or n-05c6=45 and u+ld o =64
By solving weget u = 50, ¢ = 10
Thus mean = 50 and S.D = 10
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68. In an examination 7% of students score less than 35% marks and 89% of students
score less than 60% marks. Find the mean and standard deviation if the marks are
normally distributed. It is given that if

F4
2
P(z) =—{21—? J €%72dz then P(12263) = 0.39 and P(14757) = 043
0

>> Let p and o be the mean and S.D of the normal distribution.

By datawehave P(x < 35) = 007, P(x < 60) = 0.89

Wehavesnv z = x_;_g
3B/-u
When x =35, z= p =2 (say)
- - w_
x=60, z= 5 - z, {say)

Hence we have

P(z <z) =007 and P(z<22)=0.89
Le., 05+6(z,) =007 and 05+¢(z,) =089
¢(2z =-043 and ¢(zz)=0.39
Using the given data in the RHS of these we have,
¢(z,) = -6 (14757) and ¢(z2) = ¢(1.2263)
= 'zl =-14757 and z, = 1.2263

35-u
o

e, = —14757 and 6—0-&"-3 = 1.2263

or n-14757 o = 35 and p+1.2263 ¢ = 60
By solving we get 4 = 48.65 and o = 925
Thus mean = 48.65 and $.D = 9.25
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69. For the following normal distribution find ¢ and also the mean and standard deviation of
the frequency distribution.

>> We have the p.d.f of the normal distribution

1 —(x-pi2o’
(x) = e (XKD A1)
f ocV2n :
}'Eal—(xz—sxu)
Consider f(x) =ce
L (x-32-5]

2
85/24 e—(x—3) /24

Le., f(x)=ce24 c

2 2
ie, f(x)y=c &% ¢ (x=3)72(N12) . (2)

Comparing the exponents of the exponential function in (1) and (2) wehave n=3 and
o = V12 provided

5724 _ 1 1 1

“6V2n Vi2 2n V2An

—-5/24
e _
Thus ¢ = Bir Mean (u) = 3, S.D(o) = V12

c

70. Obtain the equation of the normal probability curve that may be fitted to the following data

Variable 6 7 8 9 10 11 12
Frequency 3 6 9 13 8 5 4
>> The equation of the best fitting normal probability curve is
1 ~(x~p)2d
(x)= —— ¢ h
f cV2n

We need to compute p and o for the given frequency distribution.
lJL_Efx_18+42+72+117+80+55+48

zfxz 48 =9
o =% - (ny

_3(36)+6(49) +9 (64) + 13 (81) + 8 (100) +5 (121) + 4 (144)
o 48 -
o* = 2.5833 L o= 1607

(9)?
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»

_ 1 - (x-9)°/5.1666
fx) (1.607)%2_1:8

Thus the required equation of the normal probability curve is

2
f(x) = (0.24825) ¢ (¥~ 9)/5.1666

EXERCISES
1. Find the mean and the variance for the following probability distribution choosing
k suitably.
x | 0 1 2 3 4 5
p(x) k 5k 10k 10k 5k k
2. Arandom variable X has the following probability mass function.
X =ux 0 1 2 3 4 5 6 7 8
p{x) a 3a 5a 7a 9a 1la 13a i5a 17 a

Determine the value of ¢ and hence find

(i)

P(X <3) (i) P(X=3) (i) PO < X<5)

Also find the distribution of X

3.

Find the value of k such that p(x) = k/2* ; x =1, 2, 3--- represents a
probability distribution.

Six coins are tossed. Find the probability of getting (i) exactly 3 heads (ii) atleast 3
heads (iii} atleast one head

The probability of germination of a seed in a packet of seeds is found to be 0.7.
If 10 seeds are taken for experimenting on germination in a laboratory, find the
probability that

(i) 8 seeds germinate (ii) atleast 8 seeds germinate

X isabinomially distributed random variable. If the mean and varianceof X are
2and 3/2 respectively, find the distribution function.

10 coins are tossed 1024 times and the following frequencies are observed. Fit a
‘binomial distribution for the data and calculate the expected frequencies.

No. of heads| 0 1 2 3 4 5 6 7 B 9 10

8.

H
i

| Frequency | 2 | 10 | 38 | 106 | 188 | 257 | 226 | 128 | 59 ; 7 3 |

A switch board can handle only 4 telephone calls per minute. If the incoming calls
per minute follow a Poisson distribution with parameter 3, find the probability
that the switch board is over taxed in any one minute.
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9. Atravel agency has 2 cars which it hires daily. The number of demands for a car

on each day is distributed as a Poisson variate with mean 1.5 Find the probability
that on a particular day (i) there was no demand (ii) a demand is refused.

10. Fit a Poisson distribution for the following data and calculate the theoretical

frequencies.
| T - '
| x 0 1 2 3 4
o Coan 63 2 3 |

12.

13.

14.

15,

. Find the value of k such that the function

kxz, l<x<3
0 otherwise

-]

is a probability density function of a continuous random variable. Also find
P(15 <x <25)

The p.d.f of a continuous random variable is given by

kx(l-x)e,0<sx<1
p(x)= .
0 otherwise

Find k& and hence find the mean and the standard deviation.

The life of a compressor manufactured by a company is known to be 200 months
on an average following an exponential distribution. Find the probability that the
life of a compressor of that company is

(i) less than 200 months (ii) between 100 months and 25 years

If x isastandard normal variate, find the following probabilities by using normal
probability table.

(i) P(0.87 <x<128) (i) P(-034 < x < 0.62)

(i) P(x > 0.85) (iv) P(x > -0.65)

The mean weight of 500 students during a medical examination was found to be
50kgs and 5.D weight 6 kgs. Assuming that the weights are normally distributed,
find the number of students having weight

(i) between 40 and 50 kgs. (ii) more than 60 kgs. given that

1
2

: —12/2
0(167) = 04525 where §(z) = o= [ 77 4z
0
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ANSWERS
1. kK =1/32, mean = 5/2, variance = 5/4
2. a=1/81, 1/9, 8/9, 8/27
0 1 2 3 4 5 6 7 8
1/81 4/81 9/81 16/81_‘ 25/81 36/81 49/81 64/81 1

.k

. 0.2335, 0.3828

=1

3
4. 5/16, 21/32, 63/64
5
6

. P(x) =8 (1/4)°(3/4)° "

7. 10 (172Y(1/2)0 7% =

X

1

——= 10

C
x

Expected frequencies: 1, 10, 45, 120, 210, 252, 210, 120, 45, 10, 1
8. 0.1847

9. 0.2231, 0.1912

10. P(x) =

11

12, k=1/3~¢ ; mean = 055, 5.D = 0.23
13. 0.6321, 0.3834
14. 0.0919, 0.3655, 0.1977, 0.7422

e" 0.6 ( 0.6 )x
x!

= 3/26; 49/104

15. 226, 24

; 110, 66, 20, 4, 1



